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Abstract
In tropical small islands the application of hydrological modelling is challenged by the scarcity of input data. Using in-
situ and statistically estimated data, a hydrological model was calibrated and validated for the Upper Navet watershed 
in Trinidad, a small Caribbean island. The model was built using the soil water assessment tool (SWAT). The sensitivity 
analysis, calibration and validation were performed in SWAT calibration and uncertainty program (SWAT-CUP) using 
sequential uncertainty fitting (SUFI-2). The results revealed that for the estimated volume of water flowing into the res-
ervoir (Flow_In) there were six sensitive parameters. To estimate the reservoir volume (Res_Vol), a modification of only 
the effective hydraulic conductivity was required. The model’s performance for the Flow_In validation showed accept-
able values (R2 = 0.91 and NSE = 0.81). The uncertainty analysis indicated lower than recommended values for both the 
R-factor (0.46) and P-factor (0.31). For Res_Vol, the model’s validation performance indicated acceptable values (R2 = 0.72 
and NSE = 0.70) and the P- and R-factors were 0.80 and 0.64, respectively. Based on the statistical metrics, the uncertainty 
for the Res_Vol was regarded as reasonable. However, care must be taken with the model’s use in the dry season, as the 
simulated Flow_In was generally over-predicted. A second validation of the model was performed for the reservoir under 
different negative (removal) and positive (addition) water amounts which confirmed the model’s ability to estimate the 
Res_Vol. The hydrological model established can therefore serve as a useful tool for water managers for the estimation 
of the Res_Vol at the Navet reservoir.
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1 Introduction

Changes in weather patterns, water demand and opera-
tions at a reservoir scale may cause a shift in the local 
water balance. Since the 1980s, water use has increased 
about 1% per year globally and the trend is expected to 
continue until 2050 due to an increase demand for water 
from the industrial and domestic sectors [1]. For sustain-
able development of any country, the management of the 
available water is essential. Therefore, the understanding 

of the hydrology at the watershed scale and the estimation 
of the available water are key parameters which decision 
makers can use.

In small islands, the freshwater supply has always pre-
sented challenges and there is a gap of information within 
countries [2]. In the Caribbean, a region of small island 
states, the available water resources vary spatially and are 
influenced by factors such as climate, geology and topog-
raphy [3], with climate being the most variable. Of great 
concern are the future projections of climate change and 
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their potential impacts on these islands. For example, for 
the southern-most small island in the region, Trinidad, it 
is projected that the area would receive less intense rain-
fall and more dry days [4] and it is expected to become 
drier and warmer [5]. In the evaluation of how changes in 
climate conditions affect available water resources, hydro-
logical modelling has been a valuable tool [6–10]. The pre-
requisites for the modelling process are the calibration and 
validation of the model, for the model’s specified use. This 
research, therefore, focuses on the sensitivity analysis, the 
calibration and validation of a hydrological model for a 
surface water reservoir under different water removal and 
addition amounts, in a small tropical watershed, in the Car-
ibbean island of Trinidad.

For the tropical island of Trinidad, the annual rainfall 
varies from 1300 to 2800 mm [11], with some areas receiv-
ing more precipitation than others. The water demand on 
the island from all sectors is supplied from a combination 
of surface water, ground water, and desalinated water, 
with surface water supplying the highest percentage of 
water [12]. Surface water in Trinidad comprises of intakes 
from rivers and three reservoirs. The reservoirs are the 
main source of water in the dry season and during the 
wet season the reservoir levels are recharged to the maxi-
mum limit. Acknowledging the projections of Campbell 
et al. [4] and McLean et al. [5] as well as the rainfall spatial 
variability in Trinidad, it is imperative that the individual 
reservoirs be modelled to aid in climatic impact assess-
ments which would provide information required for miti-
gation strategies.

In recent years, the Soil Water Assessment Tool (SWAT) a 
physically based, continuous time model which is compu-
tationally efficient, uses readily available inputs and allows 
for long-term impacts. SWAT has been successfully utilized 
by many researchers [13]. Some studies that used SWAT 
and calibrated reservoir parameters for different applica-
tions include; Zanin et al. [14] with the evaluation of the 
calibrations of the water and sediment balance in Brazil; 
Carvalho-Santos et al. [15] assessing the implications of 
climate change in the reservoir planning in Portugal; Wu 
and Chen [16] using SWAT in the evaluation of the per-
formance of a reservoir operation scheme in China, and 
Vale and Holman [17] employing SWAT to improve the 
understanding of the hydrological functioning of the lake 
system in the UK.

Noting the research gap in acknowledging the het-
erogeneity and complexity of small island states [2], and 
the lack of geographic homogeneity [18], it is difficult to 
make generalized observations about water resources 
for the Caribbean region as a whole. One of the reasons 
for the research gap may be due to large percentages 
of missing data and/or limited available data which are 
required inputs for physics-based hydrological models. 

In the Caribbean, focusing on the issue of water security, 
Cashman [18] reported that there is a lack of data and 
challenges in accessing available information. The lack of 
data is not unique to the Caribbean, as other regions also 
have limited available hydro-meteorological data. Some 
examples are in Central America [19], Himalayan regions 
[20] and Ethiopia [21]. Addressing the issue of limited 
data for the calibration of hydrological models for catch-
ments, Mengistu et al. [22] listed three methods to deal 
with the paucity of data. These included (1) regionalization 
approach, (2) crop yield data, and (3) remote sensing data. 
In this study, where there were unavailable suitable data-
sets, statistical relationships were established using data 
sourced from the local water resource agency. They were 
used with a physics-based model to generate required 
input values for the calibration and validation processes.

For Trinidad, acknowledging the possibility of changes 
in the future climate changes [4, 5] and taking into account 
the role reservoirs often play in mitigating water supply 
problems [15], this study aims to provide information 
required to model the reservoir future capacity of the 
upper Navet watershed in Trinidad. Considering that the 
main purpose of the reservoir is water extraction to meet 
water demands, a scenario representing an increased 
water demand from the reservoir was studied for an addi-
tional validation. Thus, the calibrated model may provide 
useful information for the management and planning of 
water resources at the Navet Reservoir. The aim of the 
research was to establish a hydrological model for the 
Navet Reservoir to estimate the volume of water (Res_Vol). 
Therefore, the objectives were (1) to calibrate and (2) to 
validate, the established Navet hydrological model.

2  Data and methods

2.1  Description of study area

Trinidad is part of the Republic of Trinidad and Tobago, a 
twin island state located between 10° N and 11.5° N lati-
tude, and between 60° W and 62° W longitude in the Carib-
bean Sea. The area of focus, the Upper Navet watershed is 
the home of the second-largest reservoir, the Navet Res-
ervoir, in Trinidad (Fig. 1). The watershed is located in the 
Central Range which has an irregular ridge that extends 
diagonally across the island and consists of rounded hill-
ridges with a maximum elevation of 307 m at Tamana 
Hill on the eastern end of the range [23]. These ridges are 
separated by ravines containing fast flowing streams fed 
by springs which generally disappear during the dry sea-
son [23].

The climate of Trinidad is classified as tropical mari-
time from January to May referred to as the dry season, 
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and by a modified moist equatorial climate from June to 
December, the wet season [24]. The average annual rainfall 
at the Navet Reservoir for the period 1979 to 2017 was 
2234.2 mm, seasonally 21% of the precipitation occurs in 
the dry season and 79% in the wet season.

The Upper Navet watershed has three different land 
coverages; evergreen forest (87%), water (12%) and grasses 
(1%) with the percentage of each coverage in parentheses 
(Fig. 1a). There are seven different soils which cover the 
area; Brasso Clay, Biche Clay, Canterbury Clay, L’Ebranche 
Clay, Mitan Clay, Mt Harris Series, and Talparo Clay, with 
Brasso Clay being 34% of the total area (Fig. 1b).

The total area of Trinidad is 4862  km2. The Upper Navet 
catchment area covers 18.13  km2 with an effective drain-
age area of 15.54  km2 and an approximate reservoir area 

of 2.59  km2 [25]. The Navet Dam consists of two impound-
ments; the upper reservoir and a lower reservoir located 
2.5 km away [26]. The upper dam has an irregular shape 
with a capacity of 19.1 million  m3 of water [27]. The dam 
was commissioned in 1962 with an output of 27 500  m3 
water per day, first extended in 1966 to an output of 
55,000  m3 per day, followed by a second expansion in 
1976 resulting in an output of 86,400  m3 per day [27]. The 
second expansion was possible due to the development 
of the Lower Dam, where water from the lower reservoir is 
pumped into the upper reservoir. Therefore, water flowing 
into the Upper Reservoir comprises of the water pumped 
into the dam and the natural runoff via streams which flow 
near the hillsides at Mt. Tamana, Brasso Piedra and Chat-
aigne. The upper reservoir has one spillway so that water 

Fig. 1  Location of Trinidad and the Upper Navet Watershed. a Land Use where FRSE is evergreen forest in green, WATR is water in blue and 
RNGE is rangeland is yellow; b soil classification based on the local soil names
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is only allowed to flow out downstream when the reser-
voir reaches the threshold water level at approximately 
95 m. Thus, in this study, the spillway was considered as 
an emergency spillway.

2.2  Model description

SWAT is a model for the river basin or watershed scale 
which can be applied to a single watershed, such as the 
Upper Navet Watershed. SWAT allows for different physical 
processes to be simulated. In establishing a simulation, 
SWAT relies on climatological, hydrological, geographical, 
and management data of the watershed. In this study, the 
simulation was set up in an ArcGIS 10.3.1 environment 
using SWAT2012.

SWAT was built on the foundation of the water balance, 
which is used as the basis of any process investigated in a 
watershed. The main components in the water balance are 
the land and the water phases. This study takes into con-
sideration the water or routing aspects of a reservoir. The 
monthly water balance (Eq. 1) for reservoirs includes flow 
in and out of the reservoir, rainfall on the surface, evapora-
tion, seepage from the reservoir bottom, and diversions 
[13].

where V  is the volume of water in the impoundment at the 
end of the month  (m3 water), Vstored is the volume of water 
stored in the reservoir at the beginning of the month  (m3 
water), Vflowin is the volume of water entering the reservoir 
during the month  (m3 water), Vflowout is the volume of water 
flowing out of the reservoir during the month  (m3 water), 
Vpcp is the volume of precipitation falling on the reservoir 
during the month  (m3 water), Vevap is the volume of water 
removed from the reservoir by evaporation during the 
month  (m3 water), and Vseep is the volume of water lost 
from the reservoir by seepage  (m3 water).

The setup of the Navet hydrological model included a 
digital elevation model (DEM) of 1 m (m) spatial resolution 
that was used to define the streams. A point source was 
added to represent the additional water from the lower 
reservoir, then the watershed was delineated, followed 
by the calculation of the sub-basin and the addition of 
the Navet Reservoir to the model. The next step consisted 
of dividing the watershed into sub-basins and then into 
hydrologic response units (HRUs) which were defined by 
the dominant Land Use, soil, and slope. HRUs represent 
areas of unique Land Use and soil combinations [28] that 
were built based on the in-situ landuse and soil data.

In this study, there were three different landuse 
types, seven different soil types, and two slope classes. 

(1)V = Vstored + Vflowin − Vflowout + Vpcp − Vevap − Vseep Neitsch et al. [13]

Climatological data for the period 1979–2000 (22 years) 
and hydrological data were entered into the model. Details 
of the datasets are presented in “Data” section. In the simu-
lation step, the first 5 years of the 22-year period were des-
ignated as the warmup period which was used to establish 
the initial conditions of the model. The temporal time scale 
of the model output was set to a monthly basis in order to 
match the available data for calibration.

2.3  Data

The geographical data were in the form of geographic 
information system (GIS) data which comprised of landuse 
and soil shapefiles, obtained from the Geomatics Depart-
ment, Faculty of Engineering, The University of the West 
Indies, St. Augustine Campus. Additionally, the 1 m DEM 
was created from 2014 light detection and ranging (LIDAR) 
data accessed from the Surveys and Mapping Division of 
the Ministry of Agriculture, Land and Fisheries, Trinidad 
and Tobago.

The historical climatological parameters required were 
daily rainfall, daily maximum and minimum temperatures, 
monthly relative humidity, solar radiation, and wind speed 
served as prerequisites for the weather generator and the 

weather station inputs in SWAT.
For the weather generator, five years of Navet daily rain-

fall data were used, after considering the spatial variation 
across the island along with correlations with other avail-
able in situ datasets and global datasets. For temperature 
and relative humidity data, the datasets from the Univer-
sity of the West Indies, St Augustine Field Station (UFS) 
were utilized. The Piarco (MET) monthly solar radiation 
data was the only available dataset in the country, and for 
wind speed the Navet in-situ monthly wind speed data 
during for 1969–1987 were used.

For the weather station inputs data, in-situ monthly 
rainfall data for Navet, for the period 1979 to 2000 were 
converted to daily data. The conversion was achieved by 
utilizing a stand-alone tool, Monthly to Daily Weather Con-
vertor (MODAWEC) [29]. The daily temperature data from 
UFS, and data simulated from the weather generator were 
used for the relative humidity, solar radiation and wind 
speed.

The hydrological data included the general charac-
teristics such as the surface area, sediment concentra-
tion, the volume of water, and the river discharge and/
or runoff of rainfall in the reservoir. The general surface 
area of the Navet Reservoir is 3.24  km2 [27]. The change 
in sediment volume is negligible, as the vulnerability 
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of the watersheds to land degradation was low [30]. 
The volume of water in the reservoir (Res_Vol) was esti-
mated from the lake levels. In this study, the estimated 
volume of water flowing into the reservoir (Flow_In) 
comprises the calculated runoff plus the water enter-
ing the reservoir from the lower impoundment. Flow_In 
estimated using a multiple regression model, with the 
independent variables being the reservoir storage level 
at the end of the month, the monthly rainfall, and the 
monthly mean discharge in the river downstream of 
the reservoir. Water entering the reservoir from outside 
the watershed was included as a point source before 
the delineation of the watershed during the model 
setup. The management data included how water was 
released over the spillway and the average daily prin-
cipal spillway release rate. In this study, the outflow is 
uncontrolled, and the estimated average daily principal 
spillway release rate was 0.6  m3 s−1.

2.4  Sensitivity analysis, calibration, validation 
and uncertainty

After the initial model setup, the sensitivity, calibration, 
validation and uncertainty analyses of the model were 
executed in the SWAT Calibration and Uncertainty Pro-
grams (SWAT-CUP) software package.

2.4.1  Sensitivity analysis

The sensitivity analyses aim to gain a better understanding 
of the relative effects of parameters on the model output. 
SWAT-CUP enables the user to identify parameters that sig-
nificantly influence the variable being calibrated, in this 
case, first Flow_In and then Res_Vol. The identified param-
eters were those with the greatest variance compared with 
the calibrated parameters. There are two main approaches 
to the sensitivity analysis: one at a time approach and the 
other the global approach. In this study, the global sensi-
tivity approach was selected as it produces more reliable 
results [31]. The sensitive parameters were identified by 
calculating multiple regression using the Latin hypercube 
generated against the objective function value, using 
Eq. 2.

where g is the objective function value; α is the regression 
constant; β is the coefficient of parameters; b is a param-
eter generated by the Latin hypercube method [32]; m is 
the number of parameters.

For our study area, there was not a known set of 
parameters. Therefore, based on research using SWAT 
from Jamaica [33], Cuba [34], Brazil [35], Hawaii [36], Por-
tugal [15] and China [32], 16 parameters related to runoff 
were selected for reservoir inflow (Table 1). To evaluate 

(2)g = � +

m
∑

i=1

�ibi

Table 1  List of parameters with the method of modifying parameters and the default ranges used in the sensitivity analysis

v represents the existing parameter to be replaced by a given value and r is the existing parameter value multiplied by (1 + a given value)

No. Method Parameter name (description) File Ext Initial range

1 v ESCO (Soil evaporation compensation factor) hru 0 1
2 v ALPHA_BNK (Baseflow alpha factor for bank storage in days) rte 0 1
3 v CH_K2 (Effective hydraulic conductivity in main channel alluvium in mm/hr) rte  − 0.01 100
4 v GW_DELAY (Groundwater delay time in days) gw 0 45
5 v ALPHA_BF (Baseflow alpha factor in days) gw 0 1
6 v CH_N2 (Manning’s "n" value for the main channel) rte  − 0.01 0.3
7 r CN2 (SCS runoff curve number) mgt  − 0.1 0.1
8 v EPCO (Plant uptake compensation factor) hru 0 1
9 r OV_N (Manning’s "n" value for overland flow) hru  − 0.2 0.2
10 v REVAPMN (Threshold depth of water in the shallow aquifer for "revap" to occur in 

 mmH2O)
gw 0 50

11 v SURLAG (Surface runoff lag time) bsn 0.05 12
12 r SOL_K (1) (Saturated hydraulic conductivity in mm/hr) sol  − 0.2 0.2
13 r SOL_BD (1) (Moist bulk density in Mg/m3) sol  − 0.2 0.2
14 r GWQMN (Threshold depth of water in the shallow aquifer required for return 

flow to occur in  mmH2O)
gw  − 0.1 0.1

15 r SOL_AWC (1) (Available water capacity of the soil layer in mm/mm) sol  − 0.2 0.2
16 r GW_REVAP (Groundwater "revap" coefficient) gw  − 0.1 0.1
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the significance of the relative sensitivity, the t-stat and 
p-value were utilized. The t-stat provides a measure of 
sensitivity and the p-value determines the significance of 
the sensitivity. The larger absolute t-stat signifies greater 
sensitivity and the closer to zero the p-value, the higher 
significance [31]. The most sensitive parameters were iden-
tified after each iteration, during the calibration process.

2.4.2  Calibration and validation

There are five different calibration methods in SWAT-CUP: 
(1) sequential uncertainty fitting version 2 (SUFI-2), (2) 
generalized likelihood uncertainty estimation (GLUE), (3) 
parameter solution (ParaSoL), (4) Markov chain Monte 
Carlo (MCMC) and (5) particle swarm optimization (PSO). 
According to Wu and Chen [37], SUFI-2 provides a good 
accuracy and has the ability to capture the observed data 
with small uncertainties. Furthermore, Molina-Navarro 
et al. [38] noted that SUFI-2 requires a lower number of 
model runs to achieve a satisfactory solution. Addition-
ally, Abbaspour [39] stated that the uncertainty result is 
expressed as a range and accounts for all sources of uncer-
tainties, that is, parameter, conceptual, model, and inputs. 
After considering the SUFI-2 advantages compared with 
GLUE and ParaSol, the SUFI-2 method was selected for cali-
bration and validation.

Calibration was performed in the reservoir module of 
SWAT-CUP based on the available data. In view of the mod-
el’s initialization period 1979–1983, the periods of calibra-
tion and validation for Flow_In were 1984–1990 (7 years) 
and 1992, 1993, and 1995 (3 years), respectively. For Res_
Vol, the calibration period was 1984–1993 (10 years), with 
1994–2000 (7 years) as the validation period.

Using data for the period 1979–2000, the Navet hydro-
logical model was built, calibrated and validated. Consid-
ering a scenario of an increased demand for water from 
the reservoir, that is, a greater volume of water extracted 
(WURESN) as in the case during 2001–2010, the model’s 
performance was evaluated. Therefore, using the new 
WURESN and new volume of water entering the point 
source data, for the period 2001–2010, the model’s ability 
to estimate Res_Vol under a scenario of increased water 
demand was investigated, referred as a 2nd validation.

After each iteration in the calibration process, the 
ranges of the parameters were adjusted, ensuring that 
values remain in the physical range and at the same time 
narrowing the range based on the new parameter ranges 
suggested by SWAT-CUP. After achieving the best model 
performance, the range of calibrated parameters was used 
together with an independent time period in another iter-
ation to validate the model.

2.4.3  Evaluation of model performance

In the evaluation of the model performance the follow-
ing quantitative statistics were used; the coefficient of 
determination (R2), the Nash–Sutcliffe Coefficient (NSE), 
percent bias (PBIAS) and root mean square error-obser-
vations standard deviation ratio (RSR). The performance 
ratings according to Moriasi et al. [40] were described as 
very good, good, satisfactory or unsatisfactory (Table 2). 
These have been used as the goodness of fit indicators for 
best simulation by [33, 35, 36, 41–46].

R2 is a standard regression technique that determines 
the strength of the linear relationship between simulated 
and measured data [40]. It also describes the proportion of 
the variance in the measured data explained by the model 
and is calculated using

R2 values range from 0 to 1 which represent the trend 
between the observed data and the simulated, with higher 
values indicating less error variance [40] and better model 
performance. Generally, values greater than 0.5 are consid-
ered acceptable [40, 43]. It is also noted that Santhi et al. 
[47] used a value greater than 0.5, that is, R2 ≥ 0.6 as sat-
isfactory. In this study, the model performance range of 
values from Moriasi et al. [40] was adopted, as it is widely 
used in the literature.

The NSE is a normalized statistic that determines the 
relative magnitude of the residual variance compared to 
the measured data variance Moriasi et al. [40]. The NSE 
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Table 2  General performance 
rating for hydrologic models 
(R2, NSE, PBIAS and RSR based 
on Moriasi et al. [40])

R2 is the coefficient of determination, NSE is the Nash–Sutcliffe Coefficient, PBAIS is the percent bias, 
RSR is RMSE-observations standard deviation ratio

Very good Good Satisfactory (acceptable) Unsatisfactory

R2  > 0.50  ≤ 0.50
NSE 0.75 ≤ NSE ≤ 1.00 0.65 ≤ NSE ≤ 0.75 0.5 ≤ NSE ≤ 0.65 NSE ≤ 0.50
PBIAS PBIAS <  ± 10  ± 10 ≤ PBIAS ≤  ± 15  ± 15 ≤ PBIAS ≤  ± 25 PBIAS ≥  ± 25
RSR 0.00 ≤ RSR ≤ 0.50 0.50 ≤ RSR ≤ 0.60 0.60 ≤ RSR ≤ 0.70 RSR > 0.70
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indicates how well the plot of observed versus simulated 
data fits the one to one ratio and is determined by

where Q is the variable (e.g. discharge); i is the ith observed 
or simulated data; obs is the observed; sim is the simulated, 
and mean is the observed average. NSE values range from 
-∞ to 1, however, values between 0 and 1 are generally 
considered acceptable level performance [40], as values 
less than or equal to zero indicates that the mean observed 
value is a better predictor than the simulated value.

In the evaluation for the error index of the model the 
percent bias (PBIAS) and the root mean square error 
(RMSE) observations standard deviation ratio (RSR) were 
determined. Percent bias (PBIAS) measures the average 
tendency of the simulated data to be larger or smaller than 
their observed counterparts [40]. It is calculated by

Ideally when the PBIAS is 0.0, that is an accurate model 
simulation. Positive values indicate model underestima-
tion bias, and negative values indicate overestimation bias 
[48].

The RSR is the ratio of the root mean square error 
(RMSE) and the observation standard deviation  (STDEVobs) 
[40] and is calculated by

The values of RSR vary from a perfect model, that is, 
RSR = 0 when the RMSE is zero to a large positive value 
[40]. Moriasi et al. [40] recommended for a monthly time 
step that values greater than 0.7 as unsatisfactory. The 
upper limit can go to infinity and these large values would 
imply unsatisfactory performance.

2.4.4  Uncertainty

Uncertainties in watershed models can be large and can 
be divided into conceptual, input, and parameter uncer-
tainties. The SUFI-2 method accounts for all sources of 
uncertainty [39] and is expressed in the 95% prediction 
uncertainty (95PPU) model output. The 95PPU is not a 
single value but is expressed in a range. The P-factor and 
R-factor were utilized to achieve the best model results. 
The P-factor is the percentage of observed data while the 
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R-factor is the thickness in the 95PPU range. Ideally, the 
range should be small with most of the observed data 
within it. The recommended values for discharge are, a 
P-factor greater than 0.7 and a R-factor around 1 [39].

3  Results and discussion

This section presents the results and discusses the sensitiv-
ity analysis, calibration and validation of the SWAT model 
for Flow_In and the Res_Vol of the Upper Navet Reservoir. 
Additionally, the prediction uncertainty of the model is 
addressed.

3.1  Sensitivity

In the Upper Navet watershed, 16 parameters related to 
runoff were selected for the sensitivity analysis, calibration, 
and validation of the built model. In the first iteration, the 
SWAT default parameter ranges were used to represent 
the parameters’ maximum and minimum values and the 
calibrated ranges are listed in Table 3. The most sensitive 
parameters identified, from the most to the least, based on 
the t statistics were soil evaporation compensation factor 
(ESCO), baseflow alpha factor for bank storage (ALPHA_
BNK), effective hydraulic conductivity in main channel 
alluvium (CH_K2), groundwater delay time (GW_DELAY), 
baseflow alpha factor (ALPHA_BF), and Manning’s "n" 
value for the main channel (CH_N2) (Table 3). This, there-
fore suggests that changes among these six parameters 
mostly influence the Flow_In into the Navet Reservoir.

Comparing the parameters’ default values to the cali-
brated values, it was found that there were decreases in 
ESCO and GW_DELAY while there were increases in CH_K2, 
ALPHA_BF, and CH_N2. The decrease in the ESCO value 
from 0.95 to 0.36 allowed more water to be extracted from 
lower levels to meet the soil evaporative demands [49] and 
reduced the streamflow [50]. The GW_DELAY was reduced 
from 31 to 7.09, which would increase the baseflow in the 
model, also reported by Zanin et al. [14] as the parameter 
adjusts the time water moves through the soil profile to 
the shallow aquifer recharge [49]. The CH_K2 value indi-
cates the measure of the rate of water loss from the chan-
nel to groundwater [45]. In this study, the initial value of 
CH_K2 was zero, which according to Arnold et al. [49] rep-
resented a continuous groundwater contribution to the 
rivers and the increase to 7.29 corresponds to river beds 
with sand and gravel mixture with high silt–clay content. 
This description of the effective hydraulic conductivity 
in the main channel alluvium relates well with the clay 
content in the channel and the texture of soils in the river 
valleys recognized as silty clay to clay in the Navet drain-
age area [25]. ALPHA_BF parameter affects the baseflow 
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and decreasing the value reduced the baseflow, while the 
surface runoff and the lateral flow were unaffected. In 
this study, the ALPHA_BF was increased from 0.05 to 0.59 
which represents a moderate response, given that Arnold 
et al. [49] reported that values for ALPHA_BF for a slow 
response to recharge values vary from 0.1 to 0.3 and for 
a rapid response the values range from 0.9 to 1. CH_N2 
relates to the Manning’s roughness coefficient for flow in 
the channels. The range of values for CH_N2 fell within the 
median roughness coefficient for natural streams, which is 
0.05 to 0.10 [49]. ALPHA_BNK characterizes the bank stor-
age recession curve and small values close to zero suggest 
steep recessions [49]. For the Upper Navet watershed both 
the default and calibrated values were close to zero.

As for the Res_Vol sensitivity analysis, calibration, and 
validation, the reservoir water balance equation (Eq. 1) 
was considered and only one parameter, Res_K was uti-
lized. For the Navet hydrological model, it was found that 
the range of Res_K was 0.4 to 0.8. Noting that the soils at 
the Navet Reservoir can also be described as silty clay to 
clay [25], and for a soil texture reported as predominantly 
clayey/very clayey, it was found that Res_K was 0.30 [14] 
and that the calibrated values appear reasonable.

3.2  Model performance

During the calibration process, two variables were con-
sidered but calibrated separately. Flow_In was first cali-
brated since the flow was reported as the main control-
ling variable [39]. Maintaining the Flow_In parameter 
ranges acquired during calibration, then, Res_Vol was 
calibrated. As stated in “Sensitivity analysis, calibra-
tion, validation and uncertainty” section, Flow_In was 

calibrated for 1984–1990 and validated for three years, 
1992, 1993, and 1995. The Navet hydrological model cali-
bration statistical metrics, R2 , NSE, PBIAS, and RSR were 
0.89, 0.84, − 11.40, and 0.40, respectively (Table 4).

For the calibration period, the Flow_In statistical met-
rics (Table 2) based on Moriasi et al. [40] were accept-
able and very good. For the validation period, the model 
performance was very good for NSE and RSR, and the 
error indices, R2 and PBIAS were acceptable. Therefore, 
the Navet hydrological model captured the Flow_In rea-
sonably in the Navet Reservoir. The graphical representa-
tion of the simulated and observed Flow_In for the res-
ervoir calibration and validation periods are presented 
in Fig. 2a, together with the model’s uncertainty in the 
grey band. The model’s uncertainty 95PPU was evalu-
ated using the P-factor and the R-factor. It was found 
that for the Navet hydrological model, the P-factor val-
ues were 0.42 and 0.31 for the calibration and valida-
tion phases, respectively. These values indicate that 42% 
of the observed Flow_In was enveloped by the 95PPU 
during the calibration and 31% during validation. Ide-
ally, it would be desirable 100% of the observation in 
95PPU; however, according to Abbaspour et al. [51], for 
discharge, a P-factor value greater than 0.7 and R-factor 
less than 1.5, were recommended to be adequate; but, 
it depends on the scale of the project and available data 
[51]. For this present study, the P-factor values were 
lower than the suggested range as stated above, indi-
cating higher than suggested model error. At the same 
time, the R-factor values fell within the acceptable range. 
Also, it was found that generally for the months with 
less precipitation, namely February, March, and April, the 
model overestimated the Flow_In.

Table 3  List of parameters 
the calibrated ranges, the 
parameter fitted value, the t 
stat and the p value

Rank Parameter name Calibrated range Fitted value t stat p value

1 ESCO 0.16 0.37 0.36  − 23.70 0.00
2 ALPHA_BNK 0 0.13 0.00 12.59 0.00
3 CH_K2 0 17.48 7.29  − 7.97 0.00
4 GW_DELAY 0.51 11.25 7.09  − 5.24 0.00
5 ALPHA_BF 0.50 0.65 0.59 3.83 0.00
6 CH_N2 0.22 0.29 0.27  − 3.10 0.00
7 CN2  − 0.02 0.01  − 0.01 2.21 0.03
8 EPCO 0.79 1 0.89 2.10 0.04
9 OV_N  − 0.17  − 0.08  − 0.09  − 1.38 0.17
10 REVAPMN 40.03 50 48.41  − 1.31 0.19
11 SURLAG 9.74 12 10.35  − 1.04 0.30
12 SOL_K (1)  − 0.25  − 0.15  − 0.21 1.04 0.30
13 SOL_BD (1) 0.13 0.2 0.19  − 0.97 0.33
14 GWQMN 0.7 0.1 0.09 0.94 0.35
15 SOL_AWC (1)  − 0.16  − 0.07  − 0.15 0.90 0.37
16 GW_REVAP  − 0.01 0.02 0.00 0.46 0.64
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For Res_Vol, the second variable calibrated, via visual 
observation, the simulated reservoir volume lagged the 
observed volume, by one month. Addressing this issue, 
the observed time series was set one month in advance, 
which resulted in the model statistics values falling 
within acceptable ranges (Table 4). It was found that 
after the calibration the reservoir volume was very well 
simulated (R2 = 0.70, NSE = 0.67). The model error index 
indicated a small model error in the simulated Res_Vol, 
based on the PBIAS and RSR values, − 1.50 and 0.57, 
respectively. As for the uncertainty, based on 95PPU, the 
P-factor was 0.71 and the R-factor was 0.65. The results 
presented in Fig. 2b show the simulated and observed 
Res_Vol for the reservoir calibration period, 1984–1993 
and validation period 1994–2000, together with the 
model’s uncertainty. For the validation, R2 was accept-
able (R2 = 0.72), the simulated data fit the observed data 
well (NSE = 0.70), the simulated Res_Vol was not over 
or under estimate compared to the observed volume 
(PBIAS = 0.00), the performance of the model was good 
(RSR = 0.55), the P-factor was 0.80 and R-factor was 0.64. 
Abbaspour (2015) stated for the P- and R-factors no fixed 
numbers exist, but we acknowledge that the results 
should capture most of the observations with a small 
uncertainty. Therefore, for Res_Vol, based on the model 
performance and error indices, our results suggest that 
the P- and R-factors values are acceptable.

Additionally, the 2nd validation during 2001–2010 
provides support that the model was able to capture the 
reservoir volume at the Navet Reservoir, under the sce-
nario of an increased water demand and different amount 
of water entering the reservoir, via the point source. The 
results showed that for the Navet hydrological model, for 
the 2nd validation, the simulated reservoir volume was 
well simulated (Table 4), 60% of the measured data lie 
within 95PPU (P-factor = 0.60) with a larger uncertainty 
(R-factor = 1.21), with graphical representation in Fig. 2c.

In this study, the sensitive parameters for the reservoir 
Flow_In were also deemed high ranking in other studies 

such as Alipour and Hosseini [46], Nilwar and Waikar [45] 
and Thavhana et al. [52]. Changes were made within the 
soil, groundwater and the channel parameters which 
reduced the uncertainty of the model output. In the 
absence of required data for the calibration and valida-
tion phases of the Navet hydrological model, statistical 
relationships based on existing data satisfactory estimated 
the reservoir volume. Firstly, a relationship was developed 
using the multiple regression model to estimate the vol-
ume of water flowing into the reservoir via streams. After 
the modifications of the Flow_In sensitive parameters, 
especially, CH_K2 and CH_N2, the model was able to 
describe the natural environment of the watershed, that 
is the general composition of the material at the bottom of 
a natural river. Secondly, a relationship between lake level 
and reservoir storage for Res_Vol was utilized, and while 
modifying Res_K only, the Navet hydrological model was 
able to satisfactorily estimate the volume of water flow-
ing into the reservoir and the storage of water at the end 
of the month, for this small tropical watershed. In spite 
of the introduction of uncertainties in the weather data 
via the usage of datasets smaller than the recommended 
lengths for the weather generator, and using datasets 
outside the watershed under the assumption that the 
spatial variability was not large for temperature, relative 
humidity and solar radiation, the results obtained for the 
statistical criteria demonstrated that the model was able 
to reasonably describe the hydrological processes in the 
Navet Reservoir. Thus, this research shows that SWAT can 
be satisfactorily applied, with supporting evidence from 
the model performance statistics, to a small reservoir with 
limited input data for prediction of reservoir volume time 
and for water flowing into the reservoir. To the best of our 
knowledge, maybe for the first time the reservoir volume 
was calibrated and validated using SWAT for a small reser-
voir in a tropical region. Overall, the model has the ability 
to be utilized by water resources managers in understand-
ing the watershed for the built conditions and model the 
impact of the future climate on the reservoir volume. It is 

Table 4  Summary of the 
calibration and validation 
results for flow into the 
reservoir (Flow_In) and 
the volume of water in the 
reservoir (Res_Vol) for the 
Upper Navet Reservoir

“Very Good” represented by bold and *; “Good" represented by bold; and Satisfactory represented by 
Italics

Flow_In Res_Vol Res_Vol

Calibration 
(1984–1990)

Validation (1992, 
1993, 1995)

Calibration 
(1984–1993)

Validation 
(1994–2000)

2nd validation 
(2001–2010)

R
2 0.89 0.91 0.70 0.72 0.73

NSE 0.84* 0.81* 0.67 0.70 0.71
PBAIS  − 11.40  − 22.80  − 1.50* 0.00* 3.50*
RSR 0.40* 0.43* 0.57 0.55 0.54
P-factor 0.42 0.31 0.71 0.80 0.60
R-factor 0.43 0.46 0.65 0.64 1.21
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noted that the model’s estimation would be more accurate 
and the uncertainties smaller, with a better quality of input 
data. Therefore, we recommend that hydro-meteorological 
in-situ data be recorded and maintained in the watershed 
to improve the data quality and hence reduce the data 
input uncertainties. Additionally, this approach utilizing 
SWAT for the small island tropical watershed in Trinidad 
may be adopted and modified for other small watersheds 
within the island, within the Caribbean and other tropical 
regions, to model the hydrology of small reservoirs.

4  Conclusion

The model was calibrated and validated, for a 17-year 
period, 1984–2000, with Res_Vol being further validated for 
2001–2010. Two variables Flow_In and Res_Vol were con-
sidered for the calibration of the Navet hydrological model. 
Within the calibration process, the most sensitive parameters 
were found to be ESCO, ALPHA_BNK, CH_K2, GW_DELAY, 
ALPHA_BF, and CH_N2. These parameters were modified to 
achieve the best model performance of the Flow_In, which 
in the calibration phase, based on the comparison of the 

Fig. 2  Calibration and validation: comparison of the monthly 
observed and simulated a Flow_In, b the reservoir volume (Res_
Vol), and c a second validation of Res_Vol, together with the 95% 

prediction uncertainty (95PPU) in the grey band. The statistical per-
formance of these figures is presented in Table 4
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observed and simulated data, was very good while the error 
indices were good and very good. Within the calibration of 
Res_Vol, the only parameter modified was Res_K which 
resulted in good performance, when the observed and 
simulated data were compared. The model also produced 
results within the acceptable range, for the error index indi-
cating a slight over prediction of the Res_Vol.

As the validation phase, for Flow_In the comparison of 
observed and simulated statistics were acceptable and very 
good, while, the error indices results were satisfactory, sug-
gesting an over prediction. For the estimation of Res_Vol, the 
model performance based on the statistics varied between 
good and very good. In the additional validation under the 
condition of increased water removal amounts, the model 
produced similar results as the first validation.

In the absence of required data, the application of statisti-
cal relationships utilizing existing data provided acceptable 
model outputs for the reservoir volume and water flowing 
into the reservoir. Overall, despite uncertainties introduced 
with the input data, such as the estimated data based on 
statistical relationships and within the weather data, the 
established Navet hydrological model was able to reason-
ably capture the Res_Vol, in the Upper Navet watershed in 
Trinidad during a 27-year period, 1984–2010. Thus, confirm-
ing the applicability of the SWAT model to predict flow in 
and reservoir volume for a small reservoir in the Caribbean 
island of Trinidad. The model may therefore serve as a pos-
sible tool to guide water resource managers on reservoir 
volume and the approach may be adopted and modified 
for similar circumstances.
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